
ISSN: 2096-3246 

Volume 55, Issue 03, Aug, 2023 

https://doi.org/10.5281/zenodo.12707523 

 

KUMMARA RANGA SWAMY, 2023 Advanced Engineering Science 

 

NOVEL APPROACH FOR ROAD DETECTION FROM AN IMAGE BY USING 

HOUGH TRANSFORMATION SPACE AND VANISHING POINT 

 
KUMMARA RANGA SWAMY,K BALAJI SUNIL CHANDRA,VIJAYA BHASKAR MADGULA 

Assistant Professor1,2,3, 

rangaswamy.kumara@gmail.com,hod.cse@svitatp.ac.in,vijaya.bhaskar2010@gmail.com 

 

department of CSE, Sri Venkateswara Institute of Technology, 

N.H 44, Hampapuram, Rapthadu, Anantapuramu, Andhra Pradesh 515722 

 

Keywords: 
 

ABSTRACT  

Description Edge recognition, 
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implementation, and 

vanishing point detection.  

 A sensor is attached to the vehicle's roof while it's in motion; 

this allows it to capture images of the road, which might be used 

in an autonomous driving system. The roadways shown in these 

images may not necessarily be exactly flat, have sharply defined 

borders, or adhere to any established patterns. Methods such as 

edge detection, Hough transformation space, and vanishing 

point detection might be used for autonomous vehicle route 

recognition. So that it can recognise roads in the freshly 

processed picture from the vehicle, we normally train our model 

with hundreds of photographs of various roads.  
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Introduction 
The most pressing issue of our day is the automation of processes that were once carried out by hand. 

Automating the operation of motor vehicles is one of the gravest problems humanity faces. 

Autonomous driving relies on the vehicle's road recognition capabilities. It is possible to conduct this 

critical step in order to steer the vehicle precisely when the automobile recognises a road. The phrase 

"self-driving vehicles" is used to characterise these cars. In order for vehicles to negotiate curves, the 

vehicle must continuously capture images of the road and process them to detect them. This is 

essential since the vehicle will be using the photos it takes to generate output. This might be classified 

as a computer vision issue since the system is continuously capturing and analysing images of the 

road. Computer vision is the use of algorithms or networks of algorithms to continuously captured 

pictures in real-time with the purpose of extracting meaningful information from them. So, it's 

possible to think about the computer vision problem of identifying roads while driving this way.  

Division I: System Architecture The main components of a Hough transformation space–based 

autonomous vehicle road detection system design are input photos that can be used to train a model 

and output images that show where the roads were recognised. The system architecture begins with 

selecting an image from the collection captured by the autonomous vehicle's camera. All the data, 

including the road, should be picked up by the computer here. This image must be acquired by the 

model. Most of the model is devoted to recognising road lines and edges. Models for road line 

identification and edge detection are produced by training the Hough transform space and vanishing 

point detection, respectively. The image smoothing, gradient computations, non-maximal 

suppression, double threshold, hysteresis for edge tracking, and a Gaussian blur approach for noise 

reduction are the main components of Canny edge detection. All of these techniques are integrated 

into an edge detection model using Canny's methodology. The selected image is first fed into Canny's 

model for edge detection. A road line identification model is built using the Hough Transform Space 

approach and fed this edge detected image. The Hough transform space method may detect the 

required road lines in an image by first transforming the transmitted image to a normal format and 

then modifying the value of in the normalised trigonometric line equation. pictures with only edges 

are processed using the Hough Transform Space method since processing pictures with additional 

noise takes much longer. Hough Transform Space analyses the Road line dataset to learn to recognise 

computed lines as roads. This system architecture is used to detect highways in images. Whenever 

the model is asked to provide an output for a single picture, the testing dataset is fed into it, allowing 

us to get the actual result of all the photographs. Using this architecture, a model is built that can 

detect roads in photos. Either stopping the procedure or saving it for training with a better dataset for 

the Hough Transform Space approach are options available in manual model assessment. Then, the 

process may continue until the model achieves the desired output.We build the required architecture 

for a project using an incremental process model, and then we merge the outcomes of each prototype 

with the actual model according to what we observe. First, the prototypes are built according to their 

individual models. Then, a genuine model is used to link them. This is how the project is built using 

the incremental approach.  
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I. PROPOSED WORK 
 

In this paper we discuss the following modules of Road detection from an image for self-driving vehicles 
by using Hough Transformation Space 

 

1. Pre-processing 

2. Edge detection algorithm 

3. Hough transformation space 

4. Vanishing point detection 
 

1. Pre-processing 
 

Pre-processing plays a major role in producing the required output in sufficient required amount of time. 

The Pre-processing of selected image is converted to gray scale image and smoothening techniques applied 

that is the first process in identifying edges. The selected image is converted into gray scale through the 

open source computer vision package. And then smoothening is applied by implementing the Gaussian Blur 

algorithm on the selected gray scale image. A gray scale image mainly consists of change in variants from 

white to black that represents the color mixes of red, green and blue. The normalization is main process of 

Gaussian Blur process conversion which is done through multiplying each intensity of pixels by their 

corresponding normalized matrix values. Thus, preprocessing is done on the selected image. This 

conversion of gray scale image and reducing noise in the image can help by reducing the processing time in 

the 

next large processes. In machine learning projects in general, you usually go through a data preprocessing 
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or cleaning step. 

2. Edge detection 
 

Edge detecting algorithm is used for to detect the sharp edges and delete the unwanted information in an 

image while preserving the important structural properties in an image. The first is should have low error 

rate and remove the useless information while the useful information to preserve. The second is to keep the 

lower variation as possible between the original image and the processed image. Third is removes multiple 

responses to an edge from an image. Based on these criteria, the canny edge detector first smoothens the 

image to eliminate noise. It finds the image gradient for highlight the regions with high spatial derivatives. 

The algorithm then tracks along with these regions and suppresses that any pixel that is not at the maximum 

using non-maximum suppression. The gradient array is used further by hysteresis to remove streaking and 

thinning the edges. 

Canny edge detection architecture 
 

To perform the Convolution by sliding the kernel or mask on a grey-level image. 

The kernel or mask starts from the top left corner of the image and moves through 

the entire image. Each kernel position is calculated and it is corresponds to a single 

output pixel of an image. Every pixel value is multiplied with the kernel value and 

added together. The output image will have M-m+1 rows and N-n+1 column, M 

image rows and N image columns, m kernel rows and n kernel columns. 
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Gradient calculation 

 

The edge detection operators are used to detect the edge intensity and direction by 

calculating the gradient of the image. Edges are corresponding to a change of pixels 

intensity. To apply filters on image that highlights the intensity changes in both 

directions: horizontal (x) and vertical (y).When the image is smoothed, the 

derivatives Ix and Iy w.r.t. x and y are calculated. It can be implemented by 

convolving I with Sobel kernels Kx and Ky, respectively: 

 

 

 

Gradient calculation 

 

 

 

Moreover, the gradient intensity level is between 0 and 255 which is not uniform. 

 

Non-maximum suppression 
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The final image should have thin edges. Thus, we must perform non-maximum 

suppression to find thin out the edges. This algorithm tells all the points on the 

gradient intensity matrix and finds the pixels with the maximum value in the edge 

directions. The following steps involved in Non-Maximum Suppression are: 

Step 1. Create a matrix and it is initialized to 0 of the same size of the original 

gradient intensity matrix. 

Step 2. To identify the edge direction based on the angle value from the angle 

matrix. Step 3.Check if the pixel in the same direction has a higher intensity 

than the pixel that is currently processed; 

Step 4. To return the processed image with the non-max suppression method. 

 

Double Threshold 

The main process of this method is identifying 3 kinds of pixels: strong, weak, and 

non-relevant. Strong pixels are pixels that have intensity so high that we are sure they 

contribute to the final edge. The Weak pixels intensity values are not considered as 

strong ones, but yet not small enough to be considered as non-relevant for the edge 

detection. Other pixels intensity values are considered as non-relevant for the edge 

of a particular image. Now you can see what the double thresholds hold for High 

threshold is used to identify the strong pixels (intensity higher than the high 

threshold), Low threshold is used to identify the non-relevant pixels (intensity lower 

than the low threshold) and all pixels having intensity between both thresholds are 

flagged as weak and the Hysteresis mechanism. This mechanism will help to identify 

the strong and other ones that are considered as non-relevant. 

 

Edge tracking by hysteresis 
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Based on the double threshold results, the hysteresis mechanism consists of 

transforming weak pixels into strong, if and only if at least one of the pixels around 

the one being processed is a strong as shown in the given below. 

 

 

 

 

3. Hough Transform Space 

The Hough transform is used for extract the features and it is used in image analysis, 

computer vision, and digital image processing. The usage of this technique is to find 

imperfect instances of objects within a certain class of shapes by a voting 

methodology. This voting procedure is carried out in a parameter space from which 

to identify the object candidates as local maxima in a so-called accumulator space 

that is explicitly constructed by the algorithm for computing the Hough transform. 
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Changing the orientation theta so that direction of lines changes and on road lines is 

detected and the orientation is fixed by the system. 

4. Vanishing point detection 

In this scenario the vanishing point is very use full to retrieve the camera calibration 

and to perform some planar homograph transformation. To determine a ROI inside 

the image, etc. Although there are several vanishing points defined by the elements 

of this scenario (the vertical and horizontal directions of the panels), we want to 

focus on the vanishing point defined by the lane markings. Note that for curvy roads, 

the vanishing point does not exist, although you can think of it as the direction of the 

tangent on the car position on the curve. So we first need to extract the lane markings, 

which can be done in many different ways (thresholding the intensity, connected 

components, edges, etc). 
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II. EXPERIMENTAL RESULTS 
 

DATASET 
 

We use the dataset containing the images captured by the camera fixed in the steering of cars having the 

detected lines of road in them. This dataset is used to train the model in Hough Transform Space such that 

the absolute angle can be detected to stop the rotation of lines in the images. 

 

 

 
III. CONCLUSION & FUTURE WORK 

Our eyes are the primary means by which we navigate the road when we are driving. We may always 

refer to the road markings, which indicate the lanes, to guide our vehicle's direction. One of our 

primary goals in creating an autonomous car is, of course, to develop an algorithm that can recognise 

lane lines automatically. A versatile road detection ROI is required. As you go up or down a steep 

hill, the horizon will shift and become an effect of the road itself, rather than the frame's proportions. 

When dealing with tight corners and heavy traffic, this is another factor to think about. Image 

processing and road mapping are the only foundations of this project. detection in autonomous cars, 

an area with promising future prospects. With the help of dedicated algorithms, we have finished the 
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full rollout for road detection. It would seem that driverless automobiles are a significant 

technological advancement for the transportation industry. You can text all you want with this 

revolutionary multi-media capsule, and it's completely safe. The software in these automobiles is 

always being upgraded, and research towards fully autonomous vehicles is ongoing. From the initial 

concept of driverless vehicles to the implementation of radio frequency, cameras, and sensors, further 

semi-autonomous features will emerge, alleviating traffic and enhancing safety via quicker responses 

and fewer mistakes.Our modular solution makes it easy to update algorithms, and we can keep 

working on it so that we can adapt to new models in the future. To effortlessly transfer the model to 

goods, we utilise the pickle file to insert it into the necessary sections. This might make it so that the 

huge code doesn't need to be compiled every time. Another way to make this article better is to 

include the idea that roads will soon be able to be recognised even when it's dark outside. It is in 

broad daylight that the colour identification and selection process functions best. While driving in 

low light or with shadows will make some noise, it won't be nearly as challenging as driving at night 

or in dense fog.Also, unlike bitumen roads, which are typical in Indian villages, this technology can 

only identify lanes on loamy soil roads. Thus, this initiative might be enhanced to identify 

communities with roads made of loamy soil and thus reduce the number of accidents that occur on 

such roads.  
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